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Introduction

In a random sample of size n drawn from a normal
2

population with mean /I and variance er, let

Define the standardized extreme deviate

(1)

u =
~ - x

o
or (2)

I

where x is. the mean of the sample.

The distribution of u was obtained by Mckay [4] ana
tables of the probability integral by Nair [5J and Grubbs
[2] have been published.

To evaluate the probability of an extreme observation
using the tables of u, one must knower. This paper consi­
ders the analogous statistic

~ - x-'-_._-= t, ,
s 11

x - Xl
or = ts 1

(3)
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when o: is replaced by an estimate s derived from v degrees
of freedom. By symmetry, the distribution of t or t must

n 1
be the same.

Tables for the upper percentage points of the distribution
of t or t have been published for various sample sizes and

n 1

degrees of freedom, v =10(1 )20 and selected values to 120 and
ee • (See Nair l5] and David (1]).

Upper percentage points for degrees of freedom less than
10 were not attempted until Tienzo [6] tackled the distribu- 1
tion problem of t and developed in series form this distribu- *

n

tion for sample sizes 3, 4, and 5. By evaluating the series,
the upper 5% and 1% significance levels for t were then ob-

n

tained for n = 3( 1)5 and 1 ~ v 5. 10. As suggested by E.
S. Pearson the accuracy of these approximations is investiga­
ted here.

As an extension of Tienzo's work, revised 5% and 1%'
points and those for 10% 2.5%,0.5%. and 0.1% are obtained
here by the alternative method of numerical integration used
by David [1] making use of the tables of the distribution of
u published by Grubbs [2].

n

Distribution Function.

If x 's are normally distributed with mean U and
i

2
variance sr then these parameters of location and scale are
eliminated from the distribution of the standardized variate
z = (x - U )/ o: .

i i

Generally, if the x 's are independently selected from St:­
i

veral normal populations with E(x ) = u and common
i i

standard deviation t;r, then the distribution of any function of
several z. (x - U J/ sr does not involve the II. and sr-

I 1 1
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u are estimators
j

p statistics which

I

EXTREME DEVIATE FROM THE SAMPLE MEAN

Assume that the x are drawn trom normal distributions
i

with mean u and standard deviation IT. Also, let

where x are indeoendentlv chosen trom normal distributions
j

with E(x )= u and common standard deviation tr such
j j 0

2 2
that a: =k o: with k a known constant;

o 0

of u and are linear functions of a set of
j

are themselves linear functions of the n observations; and
v = m-p.

In the simplest case, the n x 's constitute a random sam-
I

2
ple from a single normal population N( u , a: ); the m x 's

J
are independently drawn elements of a sample from either
the same population or another with the same standard devia-

2 •
tion, say N( u + A, CT). In the case k = 1 and V is an un-

2
biased estimate of CT with v = m - 1.

A generalization may be illustrated in a randomized
block experiment with k blocks and n treatments- The x 's

1

may be the treatment means and V is the mean square for
error in the relevant analysis of variance so the V/K is an un­
biased estimate of the variance of x with degrees of freedom

i

v = (k-1)(n-l). Assuming normally distributed obser­
vations with common variance, the x. and V are statistically

1

independent. In what follows we will always assume the null
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hypothesis to be true, that is, Et x ) = u for all i and write
1

z
s" = V/k.

Using the subscript i to denote the order of the observa­
tions as in (1),

(5)

x - J.L

-l·~SO

l'! z,,-z =l
s S

t =Si

s· 2
v.here S2= [ - J

a

For the purpose of this paper it need not be explicitly evaluated
since only its numerical evaluation as given by Grubbs [2] is
used here.

Let the distribution of u = ts be

F(U)
(6)

..
Since u and s are independently distributed,

.' feu, s)duds = feu) f(s)duds, . 0 ~ u < <:0. 0 ~ s < <:0. (7)

I
Let F( t ) be the probability that t ~t. Since the cum-

a a
ulative distribution of t = u/s is the probability that t
t = u/s ~ t ,and s ~ u/t , then F( t ) can be obtained

a a
from (7) by integrating over the region for which s ~ .u/t .

a

104 •



EXTREME DEVIATE FROM THE SAMPLE MEAN

Thus

F( tn.)
(Xl (Xl

=I feu) I f(s)dsdu ..
o u/ ta

(8)

~..··"tTN""::~,~: ..••....- ....-:-
The Method of Computation

The problem of obtaining the upper percentage points of
t = u/s is approached by means of the relationship (8). If
we denote by t the upercentage points for t, then these

a

values are the solutions t of the equation
a

• (Xl u/ta
1 - "(ta> =P(t~· to.> =I feu) J f(s)dsdu =a. ..

o 0 '
(9)

f( u) cannot be given explicit algebraic formulation; see,
for example, Nair [5]. For the purpose of numerical integra­
tion, we follow David [1] in reading integrals of f(u) at inter­
vals of .05 from the table of Grubbs [2] and these values of
the integral are given against the center points determined by

105

The inner integral of (9) may be expressed conveniently
as an incomplete gamma function and tables of the incom­
plete gamma function were used by David [1] to obtain his
table of the upper (( percentage points of t for v ~ 10.

n

However, the precision to be obtained from interpolating in
the tables of the incomplete gamma function is not considered
adequate enough for the corresponding ([ percentage points
of t for v < 10. In preference to interpolation from the

n
incomplete gamma tables, (9) was evaluated for even values
of v < 10 from the well known Poisson series expansion

•,

.05(i-1f2), i = 1,2, ...
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(given, for example in the Introduction to Fisher and Yates'
Tables).

For the case v =1, the inner integral of (9) was evalua­
ted 'from the cumulative distribution function ·of the normal
variate. The values t for v = 3, 5, 7, and 9 were computed

a
by Lagrangian interpolation [3] from the values obtained for
even values of v.

The Appendix gives the values for t thus evaluated for
a

the upper 10% 1 5% 1 2.5%, 1%,0.5% ,and 0.1%.points of distri­
bution of the studentized extreme deviate froni the sample
mean in a normal population for sample size n = 3( 1)10,12
and degrees of freedom v = 1(1)9. The 5% and 1% points for
n = 3 and 4 are reproduced from Tienzo l6]; his values for
n = 5 (derived by extrapolation) have been revised.

Application of the Test.

It is recognized by those who collect and analyze sample
data that some values in a sample of n observations are so far
removed from the remaining values that the analyst is not wil­
ling to believe that these values have come from the same pop­
ulation- Many times the analyst is dubious about these out­
lying values and feels that he should make a decision as to
whether to accept or reject these values as part of his sample.
In another case, the analyst may not be looking for an error, .
but may wish to recognize a situation when an occasional ob­
servation occurs which is trom a different population. He may
wish to discover whether a significant F in an analysis of var­
iance is due to an extreme value significantly different from
the other values. Or, he may wish to discover whether an
extreme value differs significantly from the other values, al­
though the F in the analysis of variance is not significant.
This apppears to have been the application envisioned by Mc­
Kay [4] and Nair [5]

Example: To illustrate how the statistic may be applied, a
hypothetical example is given here:
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EXTREME DEVIATE FROM THE SAMPLE MEAN

An F test in an experiment has shown that the effects of
related drugs A, B, and C on the rate of finger tapping of
a group of trained subjects are significantly different. How­
ever; the experimenter suspects from a closer scrutiny of the
observations that the significant F may have been due to the
marked effect of drug A.

A further experiment is undertaken with the following
hypothesis in mind:

H : u = u = u That is, the effect of drug A on
o ABC

the rate of finger tapping is the same as those of the other
drugs.

The alternative hypothesis would be:

H : U < u = u. That is, drug A affects the rate of tin-
t ABC.

ger tapping to a higher degree than drugs Band C.

The appropriate criterion in this situation is t =
1

Using a randomized block experiment on the effect of the
same dose of drugs A, B, and C upon the rate of finger tap-
ping of four trained subjects, suppose the following data are
obtained:

• ----_._---
" ,

Subject No.
Drug Totals Means

[o'.
1 2 3 4

- -_.- - - --

A 11 56 15 6 88 22

.. B 26 83 34 13 156 39
:

C 20 71 41 32 164 41

•
Totals 57 210 90
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Analysis of Variance:

Sources of
d.f·

Sum of Mean
Variation Squares Square

Subjects 3 5,478 1,826
Treatments 2 872 436

Error 6 332 55.3

F

7.88*

Total 11 6,682

An interesting feature would then be the closeness of
the two means for Band C in contrast to the mean of A.
Applying the extreme deviate test.

(34 - 22) v'4= 3.23 •7.44

with n = 3, k = 4, and v =6. Referring to the Appendix,
we find that t = 3.23 is beyond the tabular value t (·025)

3 3
= 3.03 and t (.05):= 2·55 showing that it is an exceptional

3
value.
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APPENDIX

UPPER PERCENTAGE POINTS OF THE ~TUDENTIZED EXTREME DEVIATE FROM THE
SAMPLE MEAN

"0

(x - x)/s or {x- x )/5
=t:-r-

n ~ -'"t:I
'"t:I-10% Points Z
~

en

~
0-,3

a 4 5 6 7 8 9 10 12 >
0-,3-en
0-,3-..- 9 10 12
o

..- 1 7 8 11 11 12 13 :;
0

Z
2 2.9 3.4 3.8 4.1 4.4 4.6 4.7 4.9 5.2

3 2.24 2.62 2.90 3.10 3.27 3.42 3.55 3.66 3.85 rJ.
~

4 2.03 2.35 2.59 2.77 2.92 3.05 3.15 3'.25 3.41 '"t:I
0-,3

2.41
~

5 1.90 2.20 2.57 2.70 2.82 2.91 3.00 3.14 s:
ttl

6 1.82 2.10 2.30 2.45 2.57 2.68 2.77 2.85 2.98 ~

!"
7 1.77 2.03 2.22 2.36 ·2.48 2.58 2.66 2.74 2.87 ....

to
0-

8 1.73 1.98 2.17 2.31 2.42 2.51 2.59 2.67 2.79 0

9 1.70 1.95 2.13 2.27 2.37 2.46 2.54 2.61 2.73

---_.-

e.
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APPENDIX (Continued)

5% Points t"1
><
""3
::0

~
t"1

3
ts:

4 5 6 7 8 9 10 12 t"1

t:l
t"1
-e.....

1 13.5 16.4 19 20 2.2 23 24 25 26 >
""3
t"1

2 4.23 4.98 5.5 6.0 6.3 6.6 6.9 7.1 7.5 ":j

..... ::0

..... 3' 3.03 3.50 sss 4.15 4.36 4.55 4.72 4.86 5.11 0..... ts:

4 2.58 2.98 3.26 3.48 3.65 3.80 3.93 4.05 4.24 ~
t"1

5 2.37 2.71 2.95 3.15 3.3'0 3.43 3.54 3.64 3.80 U"J
>

6 2.24 2.55 2.78 2.95 3.09 3.21 3.31 3".39 3.54 ts:
"C
t""

7 2.15 2.45 2.66 2.82 2.95 3.06 3.23 3.37 t"1
3.15 ts:

8 2.09 2.3"7 2.57 2.72 2.85 2.95 3.12 3.25 t"1
3.04 >

Z
9 2.04 2.32 2.51 2.65 2.78 2.87 2.96 3.03 3.15
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'"Cl

2·5%
::r:-t:
"C
"C

":~
-

3 4 5 6 7 8 9 10 12 Z
t'j

en
~
;t.

1 27 33 37 40 43 45 47 49 !'i2 j
en

'6.1 7.1 7.9 8.5 9.0 9.4 10,1 10.7
~

2 9.8 -..... 2.....
tv 3 4.2 4.9 5.4 5.8 6.1 6.4 6.7 6.9 7.2

;t.
z

4 3.22 3.68 ..4.02 4.28 4.49 4.67 4.82 4.96 5.19
tr.

3.28 3.57 3.79 3.96 4.11 -5 2.88 4.23 4.34 4.52 c·,
"C
~

6 2.68 3.03 8.29 3.48 3.63 3.77 3.88 3.98 ·t,14
t'j

~
co

7 2.55 2.88 3.11 3.28 3.43 3.55 3.65 3.74 3.89 r'J
?

8 2.46 2.77 2.98 3.15 3.29 3.40 3.49 3.58 3.72 ~

~
9 2.39 2.69 2.90 3.05 3.18 3.2l) 3.38 3.45 3.59
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APPENDIX (Continued)

1% Points
t?=:l
:><:

-- P-3

~
~

3 4 5 6 7 8 9 10 12 t?=:l
~
t?=:l

t:l
1 68 8~ 93 101 108 114 119 123 13'0 t?=:l

<:.....
>

2 9.9 11.33 L2.6 13.6 14.4 15.0 15.6 16.1 16.9 10-,3
t?=:l

3 5.5 6.29 6.9. 7.3. .7.7 .. ..8.1 8.4 8.6 9.0 I'%j

.- ~..... 0
l.H

.4 4.23 4.81 5.23 5.54 5.80. 6.03 6.2'2 6.3'9 6.68 ~

P-3
a 3.65 4.11 .4.45. 4.70 4.93 5.11 5.26 5.3'9 5.62 ::z::

t?=:l

rn
6 3.32 3.72 4.02 4.24 4.43 4.58 4.71 4.82 5.01 >

~

7 3.11 3.48 3.74 3.94 4.11 4.25 4.37 4.46 5.63
"0
t'"
t?=:l

8 2.96 3.31 3.56 3.74 3.89 4.02 4.13 4.22 4.38 ~
t?=:l
>

9 2.86 3.19 3.41... . _ 3.59 3.73 3.86 3.95 4.04 4.19 Z



APPENDIX (Continued)
0.5% Points

'"'0
tIl------~ r-_____ n -

3 4 5 6 7 8 9 10 12 'i:l
V ________ 'i:l-Z-_.- t':l

w
1 135 164 186 202 216 .227 2:'l7 245 260 .. '-3

>
'-3

2 13.7 16.1 17.9 19.2 20.3 21.3 22.1 22.8 24.0 -en
'-3-.... 3 7.5 8.7 9.4 .10.0 10.4 10.7 11.0 11.3 11.8 o-.- >~

4 5.09 5.79 6.29 6.68 6.99 7.2,6 7.49 7.69 8.04
Z

5 4.23 4.79 5.19 5.50 5.75 5.97 6.15 6.32 6.60 CfJ
t:"l

6 3'.83 4.30 5.26 5.40
'i:l

4.63 4.8~ 5.08 5.53 5.75 '-3
t':l

7 3'.56 3.98 4.2,7 4.68 4.84 4.96 5.07
s::

4.50 5.25 eo
trl

8" 3'.36 3.75 4.02 4.22 4.38 4.52 4.6:l 4.73 4.90 ro
;:0

9 8'.22 3.58 3.84 4.02 4.17 4.30 4.40 4.49 4.64
C'l
0
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APPENDIX (Continued)
0.1% Points

t:rj

---_.-._--- :><
1-3____ n
~

:l 4 5 6 7 8 9 .... 10 12 t:rjv ___
t:s:
t:rj------
t;j

1 675 821 928 1011 1079 113'6 1185 lQ.27 1300 ~....
>2 30.7 36.1 .. 40.0 43'.1 45.6 47.7 49.5 .. 51.1 .. 53.8, 1-3
t:rj

3 14.5 16.7 17.9 18.7 19.4 20.1 20.7 :!J.2 22.1 '%J.... ~.... 0
VI 4 7.8 8.8 9.6 10.1 10.6 11.0 11.4 1~. 7 12.2 t:s:

5 ..6.1 6.9 7.5 7.9 8.2 8.5 8.8 9.1 9.5 ~
t:rj

en.
5 5.2 5.9 6.3' 6.6 6.9 7.1 7.3' 7.5 7.8 >

t:s:
7 4.7 5.3 5.6 5.9 6.1 6.1:1 6.4 6.6 6.9

"'d
&;

8 ..4.4 4.9 5.2 5.4 5.6 5.8 5.9 6.1 6.3 t:s:
t:rj

>
9 4.2 4.6 4.9 5.1 5.3 5.5 5.6 .. 5.7 5.9 Z


